**Abstract:** In the right hands, reinforcement learning is a powerful tool that applies to a wide range of sequential decision problems ranging from game playing to robotic control to tax collection. Achieving good results with reinforcement learning has traditionally required a fair amount of expertise, both in reinforcement learning methods and in the domain of application. This expertise is used to shape the feature space and the action space to conform with the somewhat finicky nature of standard reinforcement learning algorithms. In this talk, I will provide an overview of my research group's efforts to make reinforcement learning more user friendly by automating feature selection, introducing new, non-parametric techniques, and extending reinforcement learning techniques to enormous (or finely discretized continuous) action spaces.

This talk will describe joint work with Christopher Painter-Wakefield and Jason Pazis.
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